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Abstract: Due to partial or full paralysis due to stroke, the majority of patients are compelled to rely 
upon parental figures and caregivers in residual life. With post-stroke rehabilitation, different types of 
assistive technologies have been proposed to offer developments to the influenced body parts of the 
incapacitated. In a large portion of these devices, the clients neither have control over the tasks nor can 
get feedback concerning the status of the exoskeleton. Additionally, there is no arrangement to detect 
user movements or accidental fall. Rehabilitation is the natural remedy for recovering from paralysis 
and enhancing the quality of life. Brain Computer Interface (BCI) controlled assistive technology is the 
new paradigm, providing assistance and rehabilitation for the paralysed. But, most of these devices are 
error prone and also hard to get continuous control because of the dynamic nature of the brain signals. 
Moreover, existing devices like exoskeletons bring additional burden on the patient and the caregivers 
and also results in mental fatigue and frustration. In Phase1 the proposed framework tackles these issues 
utilizing a Brain-Controlled lower limb exoskeleton (BCLLE) in which the exoskeleton movements are 
controlled based on user intentions. An adaptive mechanism based on sensory feedback is integrated to 
reduce the system false rate. The BCLLE uses a flexible design which can be customized according to 
the degree of disability. The exoskeleton is modelled according to the human body anatomy, which 
makes it a perfect fit for the affected body part. The BCLLE system also automatically identifies the 
status of the paralyzed person and transmits information securely using Novel-T Symmetric Encryption 
Algorithm NTSA to caregivers in case of emergencies. The exoskeleton is fitted with motors which are 
controlled by the brain waves of the user with an electroencephalogram EEG headset. The EEG headset 
captures the human intentions based on the signals acquired from the brain. The brain-computer 
interface converts these signals into digital data and is interfaced with the motors via a microcontroller. 
The microcontroller controls the high torque motors connected to the exoskeleton joints based on user 
intentions. Classification accuracy of more than 80 is obtained with our proposed method which is much 
higher compared with all existing solutions. In phase 2 of our work we created Artificial Muscle 
Intelligence with Deep Learning (AMIDL) system. AMIDL integrates user intentions with artificial 
muscle movements in an efficient way to improve the performance. Human thoughts captured using 
Electroencephalogram EEG sensors are transformed into body movements, by utilising microcontroller 
and Transcutaneous Electrical Nerve Stimulation (TENS) device. EEG signals are subjected to pre-
processing, feature extraction and classification, before being passed on to the affected body part. The 
received EEG signal is correlated with the recorded artificial muscle movements. If the captured EEG 
signal falls below the desired level, the affected body part will be stimulated by the recorded artificial 
muscle movements. The system also provides a feature for communicating human intentions as an alert 
message to caregivers, in case of emergency situations. This is achieved by offline training of specific 
gesture and online gesture recognition algorithm. The recognised gesture is transformed into speech, 
thus enabling the paralysed to express their feelings to  relatives or friends. Experiments were carried 
out with the aid of healthy and paralysed subjects. The AMIDL system helped to reduce mental fatigue, 
miss-operation, frustration, and provided continuous control. The thrust of lifting the exoskeleton is 
also reduced by using lightweight wireless electrodes. The proposed system will be a great 
communication aid for the paralysed to express their thoughts and feelings with dear and near ones, 
thereby enhancing the quality of life. 

 

INDEX TERMS Artificial Muscle Intelligence, Assistive technologies, BCI, EEG, Exoskeleton, 
Healthcare, Intelligent solutions, Deep Learning System, Paralyzed, Stroke.   

 

 

 

 

 



1. Introduction 

The recent survey by reeve foundation revealed the impact of paralysis on world population, 

affecting approximately 5.4 million people [1, 2]. The survey also identified stroke (33.7%) as 

the major cause for paralysis. Paralysis is the increasing interest and involvement in the field 

of post stroke rehabilitation. Exoskeleton-assisted technologies have emerged as a reliable 

means for rehabilitation of the affected upper and lower limbs [3]. Exoskeleton movements 

were controlled using sensors like gyroscopes, accelerometers, and potentiometers. Recently 

the focus is on controlling exoskeleton using Brain Computer Interface (BCI) [4]. Javier et al. 

demonstrated upper limb movement of the paralyzed using EEG signals [5]. A closed loop is 

established between human thought and movement of paralyzed limbs using non-invasive BCI 

[6]. Android feedback based BCI training is employed to enhance brain rhythms during motor 

imagery task. The realistic feedback is realized in training sessions using humanoid robots [7]. 

Humanoid robot is navigated in a real-time indoor environment based on human intentions. 

The asynchronous BCI system was designed using two level classifiers [8]. Co-operation and 

coordination of dual robotic arm is demonstrated using an EEG based system. SSVEP (Steady-

State Visual Evoked Potentials) are utilized to improve the user concentration level [9]. 

Electromyography (EMG) sensors are also used to control exoskeleton movements, EMG 

returns the information regarding human muscular activity [10]. The motor adaptability of the 

upper limb is predicted using resting state functional connectivity. The system could identify 

effectiveness of robotic upper limb rehabilitation in different patients [11]. However, the 

system does not investigate real time human behaviours and thoughts. The clinical trials to 

investigate the effectiveness of BCI training sessions on stroke patients with upper limb 

paralysis are carried out. The results of the trial indicate that BCI based assistive devices are 

effective for post stroke rehabilitation [12]. Human intentions measured through cortical 

potentials were used to control upper-limb exoskeleton movements. The BMI system 

eliminated the need for recalibration but resulted in large false positive rates [13]. The Grasping 

feature is incorporated into the assistive device for amputees using non-invasive EEG control. 

The participants were able to grasp the objects, but resulted in low success rate without 

sufficient training [14]. Brain activity is modulated to control robotic arm with multiple degrees 

of freedom. The system demonstrated the effective control of robotic arm with few training 

sessions, but increased the latency periods during certain operations [15]. Hybrid BMI system 

based on sensorimotor cortical desynchronization (ERD) and electromyography (EMG) 

activity was designed to control upper limb movements. The integration of BMI, NMES and 



exoskeleton improved the system accuracy, but increased the system complexity [16]. The 

linear control of upper limb is demonstrated using motor imagery based BCI and Functional 

Electrical Stimulation (FES), support is provided to the arm using passive exoskeleton. The 

generated limb movement is evaluated to identify the precise positioning [17]. The self-induced 

EEG variations based on ERD/ERS is utilized for controlling upper limb movements. 

Distinguishable patterns are obtained for left and right-hand movements in both motor imagery 

and motor execution experiments [18]. Online robot control using motor imagery based BCI is 

designed with high classification accuracy. The mental imagination of hand movement is 

detected for controlling the robot movements [19]. An integrated platform consisting of BCI 

controlled exoskeleton, functional electrical stimulation (FES) with proprioceptive feedback is 

developed. Goal directed motor task is used for training and subjects could complete the task 

with minimum latency period [20].  In our previous works [21-23], we have demonstrated an 

alternative technology to exoskeletons using non-invasive brain signals. Also, exoskeletons 

with feedback mechanisms have also been implemented by us [22]. The paralyzed body part is 

stimulated using Transcutaneous Electrical Nerve Stimulation (TENS) device and 

Microcontroller [24]. Because of the dynamic and uncertain nature of brain signals, most of 

the BCI systems result in miss-operation, mental fatigue and it is hard to produce continuous 

control. The proposed system is designed to address the above gaps in research. 

In the phase 1 of the proposed work, we use a gyroscope in the BCI headset to control the 

directions along with only two mental commands. This reduces the load on the system and 

increases the speed of the exoskeleton. The exoskeleton interfaced with the brain is controlled 

based on the decoded brain signals. In correspondence to the mental commands recognized, 

the high torque motors connected to the joints of the exoskeleton are activated. The exoskeleton 

is made using carbon fibre which makes it light and hence user-friendly. The exoskeleton 

replicates the movement of a healthy functioning leg using all the joints. Sensory feedback is 

introduced to reduce the system false rate. The user intentions given to the system are converted 

to motor actions.  If the produced motor action is not sufficient to trigger the actual limb 

movement, an adaptive algorithm is used to make the corrective action. The status of the 

paralyzed and emergency rescue information is transmitted wirelessly to the corresponding 

caregivers. NTSA encryption and decryption algorithm is used to transmit the information 

securely to the intended user without interference. Walsh– Hadamard transform is used for 

feature extraction of brain signals. The extracted features along with Hadamard coefficients are 

transmitted wirelessly from brain to the lower limb via Bluetooth. At the receiver side using 



the Hadamard coefficients, the original brain signals are reconstructed. The feature extraction 

and reconstruction is implemented for all five different user intentions. The Brain-Controlled 

Lower Limb Exoskeleton (BCLLE) analyses the human thoughts and transforms it into 

different movements on a unique lower limb structure.  The contributions of our phase1 

research are,  

⮚ A Brain-Controlled Lower-Limb Exoskeleton (BCLLE) in which the exoskeleton 

movements are controlled based on user intentions. 

⮚ An adaptive mechanism based on sensory feedback integrated with the exoskeleton to 

reduce the system false rate. 

⮚ A flexible design for the exoskeleton which can be customized according to the degree 

of disability. 

⮚ Artificial skin incorporated with sensors which can provide a sense of touch to the body 

parts of users. 

⮚ Automatic identification of the status of the paralyzed person and secure transmission 

of information to caregivers in case of emergencies 

In the phase2 of the research, AMIDL is designed to reduce miss-operation, user fatigue and 

to enhance user capabilities. In the proposed work, human intentions are monitored in real-time 

employing 16 channel EEG sensors. TENS machine is integrated with Muscle Inspired 

Algorithm (MIA) to produce movements on the upper limb. Subjects are relieved from the task 

of carrying exoskeleton structure. The system is designed to perform six different movements 

on the affected upper limb. The different hand postures used to trigger the rehabilitation process 

are Release, Grasp, Rollup, Roll down, Rollup Release and Rollup grab. In the offline phase, 

Artificial Muscle movements corresponding to each posture are recorded to create the database. 

The decoded EEG signals are transformed into muscle activation signals in a real-time 

environment. The captured EEG signal is converted into frequency domain using Walsh 

Hadamard Transform (WHT) for feature extraction. The extracted features along with WHT 

coefficients are utilized for the classification of different limb movements. The activation 

signal is then correlated with the recorded muscle movements. The signal with superior 

characteristics is passed on to the upper limb electrodes for inducing motion. In case of 

ambiguity or inadequate EEG signal, the periodic activation of the affected body part will be 

taken care of by the artificial muscle movements. If the activation is executed by brain signal, 

the produced gesture is recognized and passed on to the caregiver as voice command. Thus, 



AMIDL transforms human thoughts into different movements on the unique upper limb 

structure. The EEG activated movements are utilized for communicating paralyzed person’s 

emergency needs to the caregivers.  The contributions of our research are, 

 • An Artificial Muscle Intelligence with Deep Learning (AMIDL) system without exoskeleton 

structure, in which movements of paralyzed body parts are controlled based on user intentions. 

 • An adaptive mechanism based on recorded muscle movements is integrated with the system 

to enhance continuous control and facilitate rehabilitation. 

 • Designed flexible assembly, which can be customized according to the degree of disability. 

 • Communication aid is incorporated in the system using gesture recognition  

• The subject concentration is improved by using multimedia feedback 

 

2. Literature Survey 

In this section, we discuss a few existing devices controlled by Brain-Computer Interface 

designed specifically for paralyzed people. But the problem with most of them is that the users 

are unable to get continuous control over the device. The users are required to have a high level 

of concentration to get sufficient control on the device, which results in mental fatigue and 

frustration. Additionally, there is no arrangement to take care of the miss-operations. The 

subjects are also burdened with the task of carrying the load of exoskeleton on the affected 

body parts. Our research focuses on overcoming these major problems and provides an efficient 

and flexible solution, which can enhance the post stroke recovery process. Our system also 

provides a communication aid for the paralyzed to express their feelings. The assistive 

rehabilitation devices and its EEG control techniques are systematically reviewed and the 

major gaps are identified [25]. Three-dimensional robotic assistance using motor imagery task 

for upper limb rehabilitation is demonstrated with multi-joint exoskeleton. Desynchronization 

of sensorimotor oscillations in the β-band is measured to control the different robotic hand 

movements [26]. Different upper limb exoskeletons like Track hold [27] and Armeospring [28] 

are employed to track upper limb movements. Both these devices have integrated passive 

robots with virtual reality environments to help patients carry out their daily routine activities. 

Control of assistive robots are improved by integrating electroencephalography (EEG) and 

electrooculography (EOG). This hybrid approach called brain/neural-computer interaction 

(BNCI) is adopted to control grasping movements of a hand exoskeleton [29]. Multimodal 



signal approach is further used to enhance the control system for external devices connected to 

the upper limb. EEG and EMG signals are integrated to improve the classification accuracy 

and to reduce the false positive rate [30]. Upper limb robotic orthosis, FES, and wireless BCI 

are combined in an efficient way on account of EEG signals.  EMOTIV EEG device is 

employed to measure EEG signal, which is used to control grasp/release of an object [31]. An 

integrated passive robotic system is developed for assisting the paralyzed. The system employs 

a robotic device which compensates gravitational effects to allow exercise, virtual engines to 

facilitate interaction and EEG to monitor brain activities. The three components are coordinated 

in real-time to enhance the rehabilitation process [32]. The effects of BCI therapy on post stroke 

rehabilitation is analysed based on motor imagery tasks. The analysis is performed by 

measuring coherence of EEG in different regions of the brain and the best result for motor 

recovery is obtained for the activation of lesion hemisphere [33]. The online BCI coupled with 

hand exoskeleton is employed to address the issues related to proprioceptive feedback on the 

regulation of cortical oscillations. The results show an enhancement in SMR desynchronization 

with proprioceptive feedback during flexing and extending fingers of the exoskeleton [34]. 

Multimodal architecture based on BCI, exoskeleton and an active vision system is proposed to 

enhance BCI control and rehabilitation process. The VR environment coupled with 

biofeedback helps to reduce mental fatigue and improve user interactions [35]. Few studies 

have also been conducted in related areas recently [36-42] Feng et al proposed another 

interesting system using optimal haptic communications [43]. Baoguo Xu et al. [44] proposed 

a three-dimensional animation to guide upper limb movements using EEG signals. Feature 

extraction is carried out by Harmonic Wavelet Transform (HWT) and linear discriminant 

analysis (LDA) classifier was utilized to classify the patterns for controlling the upper limb 

movements. MR-compatible robotic glove operates pneumatically and doesn’t cause any 

disturbance to functional Magnetic Resonance imaging (fMRI) images during rehabilitation 

process [45]. The resistance to mechanically actuated movements in an exoskeleton robot is 

measured based on spasticity. The relevant guidelines for practical neuro-rehabilitation robot 

design based on degree of spasticity and resistance is established [46]. In most of the design it 

is hard to get continuous control on the exoskeleton due to the nonstationary nature of the EEG 

signal. Moreover, the subjects experience metal fatigue and frustration due to lack of superior 

control. None of the devices in the literature focused on providing communication aid for the 

paralyzed. Our research focuses on solving these issues in an efficient manner using the 

AMIDL system proposed in this paper. Table 1 shows the comparisons between AMIDL and 

existing systems in the literature 



 

 

Table 1. Proposed system comparisons with existing system (Sorted by success rate) 

 

 

 

 

 

 

3. Methodology 



 

The architecture of the proposed system is presented in figure 1. The system design comprises 

an exoskeleton that replicates a lower limb, which is made using carbon fiber. The exoskeleton 

has total six degrees of freedom including both legs, one on each side of the pelvic bone, one 

on each knee and one on each ankle. Thus three degrees of freedom on each leg making it total 

of six degrees of freedom on the entire exoskeleton. Each joint of the lower limb is actuated 

using high torque motors. The movement of the exoskeleton is facilitated by controlling the 

degree of rotation of the motors. This exoskeleton is strapped onto the abdomen as well as foot 

region for improving the stability and balance of the person. Support is also provided on the 

back side of the ankle region. The angle sensors are placed on the joints to provide feedback 



regarding the status of exoskeleton. This sensor is also used to validate whether the applied 

force is sufficient to stabilize the exoskeleton. The fall detection mechanism is implemented 

by placing an accelerometer on the back side of the lower limb to measure the tilt. If the 

measured sensor value crosses the threshold, a message will be given to the caregivers for 

emergency rescue. The exoskeleton is controlled through human intentions. 

Electroencephalograph (EEG) sensors use non-invasive methods to collect the brain signals 

from the scalp of the person. EEG sensor has 16 electrodes incorporated in structure, where 

two electrodes act as the reference for measurement. The conductivity of the electrodes is 

improved by using gold plating. The signals collected are amplified using a high gain amplifier 

and a band pass filter is used for filtering high-frequency noise. In the signal processing stage, 

the signal undergoes further pre-processing and filtering. The suitable pattern based on the 

mental command is selected by using windowing technique. The signal is converted into digital 

data which is given as input to the microcontroller. The microcontroller does the classification 

of each mental command based on the feature extraction. In the training phase, users will be 

trained for five basic commands (sitting, standing, forward movement, right turn, left turn). 

The recorded patterns during the training phase will be used by the microcontroller for decision 

making. The recognized thought patterns will be mapped to five different commands. During 

the testing phase, the controller makes use of machine learning to recognize and match patterns 

in the input data along with the training data that is already stored in the system to make the 

necessary decision regarding the action to be performed. The activation command to the 

exoskeleton is given by the controller through the Bluetooth module. At the receiver side the 

microcontroller converts this command into motor action which in turn moves the desired parts 

of the exoskeleton. Using a three-level sensing mechanism, feedback is given to the 

microcontroller regarding the status of the exoskeleton. Based on this feedback the 

microcontroller makes the desired corrections on the activation signals. The sensory feedback 

gives more stability to the system, and moreover rescue messaging systems are also 

implemented in case of emergencies.  

The secured communication between the paralyzed person and caregiver is achieved using 

Novel-T symmetric algorithm (NTSA). This algorithm ensures that the data is securely 

transmitted to the intended caregiver. NTSA is a symmetric algorithm that uses a single 128-

bit symmetric key that is agreed upon by sender and receiver for performing encryption and 

decryption. The 128-bit key is divided into four partial keys k0, k1, k2 and k3. There are 64 

rounds with partial keys k0, k1 applied for odd rounds and k2, k3 applied for even rounds. 

Multiple XOR and shift operations are performed in each round of encryption. The message 



from the paralyzed person is encrypted using NTSA encryption algorithm to produce 

ciphertext. The cipher text is transmitted to the caregiver either through the internet or wireless 

module. The NTSA decryption algorithm decrypts the cipher text using the key and the original 

message is retrieved at the receiver-end by the caregiver. The NTSA algorithm introduces key 

confusions in each round of encryption that makes the algorithm safe and secure from possible 

attacks. This algorithm uses minimum system memory and provides faster response.  

3.1 system architecture of AMIDL 

AMIDL EEG Acquisition Module  
 
The system architecture is designed using a modular approach, it consists of three main 

modules. They are 1) EEG Acquisition Module, 2) Muscle Stimulation Module and 3) Gesture 

to Voice Conversion Module. Figure 1 indicates the two main modules of the system. The 

system captures brain signals using an EEG sensor module, which has 14 electrodes to make 

measurement and two acts as reference. The acquired signal undergoes pre-processing, feature 

extraction and classification. The low amplitude EEG signal is amplified using a high gain 

instrumentation amplifier with a gain of approximately 1000-2000 db. The signal is band 

limited by employing a band pass filter having a pass band frequency of 5-50Hz.Windowing 

and pattern selection is utilized for getting finite response. Feature coefficients of the signal are 

extracted using Walsh Hadamard Transform (WHT). These extracted features are used to 

classify the thoughts into six different movements. The actual brain pattern is reconstructed 

using the transmitter Hadamard coefficients. The decoded brain pattern is given to the TENS 

device, which transforms the thought into muscular actions. The muscle inspired algorithm 

stored in the controller facilitates the process of conversion. In the offline phase, muscle 

movements corresponding to the six different predefined hand postures are recorded to create 

the database. The hand postures are recorded using 7 Electromyography (EMG) sensors on the 

different hand muscles. Five EMG electrodes are placed on the finger muscles to record finger 

activity. Two electrodes are placed on either side of the elbow to identify roll movements. In 

the online phase, brain signals based on human thought are acquired and transformed into 

muscle movement. This transformed muscle movement is then correlated with the recorded 

muscle movements. The signal with superior characteristics is selected by the controller for 

producing movements on the affected body part. If the brain signal fails to provide sufficient 

activation, periodic movements in the upper limb will be triggered by artificial muscle. 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. AMIDL EEG Acquisition and Muscle Stimulation Modules 

 

 
AMIDL Gesture to Voice Conversion Module  
 
If the brain signal with superior features activate the upper limb, the created gesture will be 

captured. Flex sensors placed on each finger is used for acquiring the gesture. The captured 



gesture will be recognized by the algorithm and transforms it into voice commands for the care 

givers. Figure 3 depicts the AMIDL gesture to voice conversion module. This module is used 

to give emergency alert messages to the caregivers or relatives. 

 

 

 

Figure 3. AMIDL Gesture to Voice Conversion 

 

 

 

 

4. Results and Implementations 

4.1 Sensor Design 

In the initial stages, brain signals are monitored using Emotive EPOC mobile EEG headset. 

Emotive uses 14 channels to access the raw EEG data and the analysis of acquired data is 

carried out using integrated software tools. Figure 4 exhibits the Emotive EEG headset 

deployed in brain signal monitoring. In the latter stages of experimentation Emotive headset is 

replaced by the designed EEG Sensor. The EEG sensor is manufactured using 3D printer 

Technology. It has a total of 16 electrodes in which 14 are used for tapping the brain signals 

and two electrodes act as reference. Figure 5 shows the designed EEG sensor and its electrodes 

 



 

Figure 4. Emotive EPOC mobile EEG headset 

 

 

 



 

 

Figure 5. Designed EEG Sensor with electrodes 

 

4.2 Exoskeleton Design 

 

The Lower limb exoskeleton is designed matching the characteristics of the human anatomy. 
Figure 6 depicts the complete lower body exoskeleton designed using 3D software. The 
important parts of the exoskeleton are labelled as below 

A  Gluteal Region  
B   Hip joint  
C   Thigh Region  
D   Knee Joint   
E   Leg Region   
H  Ankle Joint   
G  Foot Region  



 

 

Figure 6: Complete Lower body part exoskeleton 

 

These parts are flexible and allow easy attachment and detachment. For the fully paralyzed, 

the complete exoskeleton will be used. In case of partial paralysis, we can detach the 

complete assembly into separate parts. The carbon fiber material is used for the construction 

of exoskeleton. This provides the exoskeleton, easier mobility and light weight. To get better 

adhesion to the exoskeleton two supports are designed: one over the foot region and other on 

the back side of the ankle joint 

4.3 Artificial Skin Preparation 

The sensor circuit is incorporated in the artificial skin to get the sense of touch or feeling for 

the exoskeleton. The skin will be placed over the designed exoskeleton model with all the 

essential circuits. This gives the exoskeleton the functionality and aesthetics similar to the 

human body parts. Silicon rubber is the material used for constructing the artificial skin. The 

artificial skin acts as a protective coating and binds together the entire exoskeleton structure. 

Figure 7 illustrates the developed artificial skin along with its SMD components. ATtiny45 

microcontroller is used for capturing vibrations and sense of touch using different sensors 

integrated into the circuit. The PCB design of the circuit is done using Fritzing software which 



is an open source tool for PCB design. The design is optimized for compactness by appropriate 

placement of components and reducing the line width. 

 

FIGURE 7. Artificial Skin along with processor and sensor circuit 

 

4.4 Mechanical structure and hardware design of Exoskeleton 

The mechanical structure of the exoskeleton is designed using high torque motors with geared 

mechanisms. Figure 8 shows the subject controlling the internal part of the exoskeleton using 

his thoughts. This part of the exoskeleton will be encapsulated inside the designed 3D model. 

The 3D model along with artificial skin gives the exoskeleton the aesthetics and functionality 

similar to the human body part. Figure 9 displays the PCB of the control unit and associated 

circuits which control all the movements of exoskeleton. Driver circuits are designed to provide 

enough current to activate the high torque motors and actuators. The output of the sensors 

integrated in the artificial skin is connected to the control unit. The PCB of the control unit, 



driver circuits and sensor circuit will be embedded inside the exoskeleton module. After 

powering up, the microcontroller waits for human command, based on the detected posture, 

the microcontroller activates the corresponding motor rotations. Then the microcontroller scans 

the sensor value to validate if the applied activation signal is sufficient to make the exoskeleton 

stable. According to the sensor value, alterations will be made on the excitation signal. Thus 

using an adaptive mechanism, the system improves the stability and reduces the errors. The 

sensors are also utilized for providing a sense of touch. The pressure sensors accept the external 

force on the skin surface, converting it into vibrations with the aid of a control unit. The 

vibrations produced on the affected body part are proportional to the applied force. These 

vibrations or sense of touch also assist in the rehabilitation process. Testing and validation of 

the hardware design are done using different human controlled movements in the online and 

offline phase. 

                           

 FIGURE 8.Controlling the outer structure of exoskeleton using EEG headset 

 

 



 

 

FIGURE 9.PCB of microcontroller and its associated driver 

 

4.4 Results of EEG patterns using Realistic Head models 

EEG analysis is carried out using realistic Head models to identify the unique EEG signal 

features and to validate the brain network connectivity. EEG signal is acquired by 16 electrodes 

placed in the frontal and parietal regions of the Brain. Figure 10 indicates the electrode 

placement scheme followed in the experimentation. The electrodes E12, E5, E13, E6, and E7 

are placed in the parietal region and remaining in the frontal region, as shown in Figure 10. 

The power spectral analysis is carried out for each electrode used in the signal acquisition, 

Figure 11 indicates the brain patterns variations at different frequencies based on power 

spectral density. The brain signal analysis using realistic head models is carried out for different 

human intentions and on a variety of healthy and unhealthy subjects with repeated trials. Figure 

12 depicts the realistic head models with active and non-active region variations 

 

 

 



 

FIGURE 10. Location of 16 different electrodes 

  

 

FIGURE 11. Brain pattern variations at different frequencies 

 



 

 

FIGURE 12. Realistic head model with active region 

 

4.5 AMIDL Acquisition and stimulation process 

The muscle stimulation module receives the data using a wireless module. The received data 
is converted into muscle movements or stimulation using muscle inspired algorithms stored in 
Arduino along with the TENS device interfaced to it. The output of the TENS is connected to 
the EMG electrode through EMG shield to activate the affected upper limb movements. The 
EMG shield helps to customize the stimuli produced by the TENS device. The entire assembly 
used for acquisition and stimulation is depicted in figure 13. Signal undergoes further pre-
processing and filtering to reduce the high frequency noise. Frequency domain conversion of 
the signal is done by using WHT transform and a finite sample is selected using window 
technique. The design uses a microcontroller in the acquisition and muscle stimulation module. 
The microcontrollers communicate with each other using Bluetooth technology. Bluetooth is 



selected because the short distance between modules and data rate required is less than 1mbps. 
EEG sensors and other electronic circuits are interfaced to the microcontroller to design the 
PCB. Figure 14 shows the electronic assembly used in our experimentation.

 

Figure 13. Acquisition and stimulation process 

 

 

Figure 4. PCB designed for the experimentation 

5. Publications  

The publications in refereed journals are: 



 1) Artificial Muscle Intelligence System with Deep Learning for Post-Stroke Assistance and 
Rehabilitation, published in IEEE Access Journal, ISSN: 2169-3536, DOI: 
10.1109/ACCESS.2019.2941491, Page(s): 133463 – 133473, 
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8839118 - Impact Factor – 4.098 
indexed with SCIE & Scopus Clarivate Analytics  

2) Artificial Intelligence Powered EEG-EMG Electrodes for Assisting the Paralyzed, 
published in IEEE Future Directions, published on September 2019, 
https://cmte.ieee.org/futuredirections/tech-policy-ethics/september-2019/artificialintelligence-
powered-eeg-emg-electrodes-for-assisting-paralyzed/  

3) Brain-Controlled Adaptive Lower Limb Exoskeleton for Rehabilitation of Post-Stroke 
Paralyzed, published in IEEE Access Journal, ISSN: 2169-3536, DOI: 
10.1109/ACCESS.2019.2921375 , Page(s): 132628 – 132648, 
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8732331 - Impact Factor – 4.098 
indexed with SCIE & Scopus Clarivate Analytics  

4) Secure thought transfer and processing using Novel‐T algorithm, Basic & Clinical 

Pharmacology & Toxicology (ISSN: 1742-7843),Volume 123, Issue S3, 2018, 
https://onlinelibrary.wiley.com/doi/full/10.1111/bcpt.13100 No.6  

5) Hybrid brain actuated muscle interface for the physically disabled, Basic & Clinical 
Pharmacology & Toxicology (ISSN: 1742-7843),Volume 123, Issue S3, 2018, 
https://onlinelibrary.wiley.com/doi/full/10.1111/bcpt.13100 No.10 

 6) Secure Brain to Brain Communication with Edge Computing for Assisting Post-Stroke 
Paralyzed Patients, IEEE Internet of Things Journal ( Early Access ), DOI: 
10.1109/JIOT.2019.2951405, 05 November 2019, 
https://ieeexplore.ieee.org/document/8891712 

 

6. Patents 

Patents published  

1) The patent published in the version and application of the concept I am 
attaching the link 
http://ipindiaservices.gov.in/PatentSearch/PatentSearch//ViewApplicationStatus 
Application No: 201841042113  

2)http://ipindiaservices.gov.in/PatentSearch/PatentSearch//ViewApplicationStat
us Application No: 201841042115 

7. Conclusions/Project Status 

As per the timeline of the project,we have completed the implementation of BCCLE.Online 
and offline testing of the BCLLE on six different subjects was carried out.WH Transform is 
utilized for feature extraction and reconstruction. The results obtained indicate that it produces 
good classification accuracy. The SSVEP method is incorporated using a visual interface, 

https://cmte.ieee.org/futuredirections/tech-policy-ethics/september-2019/artificialintelligence-powered-eeg-emg-electrodes-for-assisting-paralyzed/
https://cmte.ieee.org/futuredirections/tech-policy-ethics/september-2019/artificialintelligence-powered-eeg-emg-electrodes-for-assisting-paralyzed/
https://onlinelibrary.wiley.com/doi/full/10.1111/bcpt.13100%20No.10
https://ieeexplore.ieee.org/document/8891712


which improves human concentration. The healthy and paralyzed subjects were able to control 
the exoskeleton for different movements such as backward movement, forward movement, 
Sitting, Standing, Turn Left and Turn Right. The sensory feedback was implemented using 
angle sensors and rescue assistance is provided using accelerometers. The adaptive mechanism 
used helped to reduce the false rate of the system. The secure message transmission is 
established using NTSA encryption, which helps the caregiver to know the status of the 
paralyzed. In phase 2 of the work we will be integrating artificial muscle intelligence to the 
system. The timeline of the project implementations are listed in the Gantt chart below 
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